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Abstract

A method for solving the non-reactive tracer continuity equation using a time splitting technique and a Galerkin
technique with chapeau functions as finite elements for the horizontal advection has been developed and employed to
simulate SO, concentrations in the Kyongin region in Korea for a synoptic case of high pollution potential days in
autumn with the relatively strong southwesterly geostrophic wind at the 850 hPa pressure level. The paired comparisons
between hourly observed and the simulated SO, concentrations are made to test the model performance. The result
indicates that the present model simulates quite well horizontal distribution patterns of SO, concentration. However, the
simulated concentrations depend largely on the emission rate, suggesting the importance of accurate source identification
for the accurate simulation of the concentration field. © 1999 Elsevier Science Ltd. All rights reserved.
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1. Introduction

Recent air quality in South Korea indicates that an-
nual mean SO,, TSP and NO, concentrations exceed the
national ambient air quality standards in the Seoul Met-
ropolitan area and most big cities in South Korea for
high air pollution potential days. This leads us to con-
sider some measures for the improvement of air quality in
Korea.

Air quality models are a key component in determin-
ing pollution control requirements. To ensure that the
best techniques are used for estimating pollutant concen-
trations for assessing control strategies and for specifying
emission limits (Touma et al., 1995).

*Corresponding author. Fax: 822880 6715; e-mail: supark@
snupbl.snu.ac.kr.

However, the quality of the air quality simulation
models is restricted by the meteorological fields and the
numerical methodology to evaluate diffusion advection
processes in the atmosphere. Most air quality simulation
models employ simple diagnostic wind fields that are
obtained by extrapolation and/or interpolation of sparse
observational data. Often these fields are adjusted to
satisfy constraints derived from the mass conservation
(Sherman, 1978; Davis et al., 1984). Gaussian concen-
tration distributions (Pielke, 1984), first-order closure
techniques (Davis et al., 1984), or stochastic techniques
(Lange, 1978) are then used to represent turbulent diffu-
sion of a contaminant in the diagnosed meteorological
fields. The advantages of these models are their sim-
plicity, general applicability in simple atmospheric
conditions, and most important, their limited computa-
tional demands. Of course, models that employ these
methods have serious limitations including their inability
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to simulate complex dynamic features not explicitly
measured.

Some case studies have been done to overcome these
limitations using the mesoscale three-dimensional
modeling system with four-dimensional data assimilation
procedure such as the regional atmospheric modeling
system (RAMS) developed at Colorado State University
(Pielke et al., 1992). However, the results indicate that
the mesoscale model has the potential for improving the
prognostic capabilities of atmospheric modeling for local
contaminant transport but still is on the experimental
stage (Fast et al., 1995).

Recently Park (1992) has developed a three-dimen-
sional meteorological fields based on a similarity theory
in the surface layer and a Rossby number similarity
theory in the boundary layer using surface meteorologi-
cal observation data and successfully used for the air
quality simulation (Park, 1994).

To get the pollutant concentration in an Eulerian
frame work, we need to solve the three-dimensional
tracer continuity equation numerically. This requires a
proper numerical scheme which can handle the advection
and diffusion processes properly. One of the powerful
numerical methods to solve the advection-diffusion
equation is to use the time split model that replaces the
three-dimensional equation with three equivalent one-
dimensional equations so that the numerical analogs of
the one-dimensional equations are much simpler than
the numerical analogs for the three-dimensional equa-
tions (Carmichael et al., 1986; Toon et al., 1988).

The purpose of this study is to develop an advanced
atmospheric transport and diffusion modeling system in
the terrain following coordinates using a time splitting
technique and a Galerkin technique with chapeau func-
tions as finite elements for the horizontal advection and
to simulate the SO, concentration in the Kyongin region
in Korea, based upon a diagnosed three-dimensional
meteorological field using routinely available surface ob-
servation data for the case of the high air pollution
potential days and to test the sensitivity of the model for
the emission rate.

2. The tracer continuity equation in the terrain following
coordinates

The flux form of the continuity equation for the tracer
concentration C, at time t, being advected by the wind u,
v and w* in the terrain following coordinates, mixed by
diffusion coefficients Ky in horizontally and K vertically
in an atmosphere with coordinates x, y, z* is given by
(e.g., Toon et al., 1988)
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where P is the production rate and L the loss rate. We
choose the terrain following coordinate in which the
vertical coordinate z* is given by
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where 5is the height of the model top which is assumed to
be constant, z,(x, y) the height of the topography, and z is
the height in cartesian coordinates.

The vertical velocity w*, in the terrain following coor-
dinates is given by
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2.1. Time splitting

The three-dimensional tracer continuity equation in
Eq. (1) can be solved numerically by replacing it with
three equivalent one-dimensional equations by using the
time splitting method. The advantage of this replacement
is that the numerical analogs of the one-dimensional
equations are much simpler than the numerical analogs
for the three-dimensional equations (Carmichael et al.,
1986).

We replace Eq. (1) with
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These equations are solved sequentially (5a), (5b), (5¢)
and then (5c), (5b), (5a) to complete two time steps.
Reversing the order of the solution after each time step
provides slightly greater accuracy. After Eq. (5a) is solved
over the time step, the new concentration is used to solve
Eq. (5b) and so forth.

2.2. Numerical analogs for horizontal advection and
vertical transport

The numerical simulation of Egs. (5a) and (5b) are
solved with a Galerkin technique (Haltiner and Williams,
1980) with chapeau functions as finite elements, and
a Crank-Nicolson time step (Chock and Dunker, 1983;
Pepper et al., 1979; Carmichael et al., 1980, 1986). The
advantages for this technique are that the tracer concen-
trations need to be retained only at one time step so
memory requirements are minimized.

The one-dimensional discretized equations can be put
into tridiagonal form which is computationally stable
and very fast. The transport coefficients are independent
of concentration so that multiple species can be trans-
ported using the same set of coefficients, which again
saves computer time. Irregular grid spacing can be ac-
commodated. The code is semi-implicit so it is uncondi-
tionally stable. The numerics are quite accurate even
when sharp gradients are present and exactly conserve
mass. The numerical solutions for Egs. (5a) and (5b) are
obtained with the expansion of the variables of interest
using a set of tent-shaped piecewise linear functions, the
so-called chapeau functions that extend over a single
neighboring grid point as shown in Fig. 9.

Following this expansion we employ the Galerkin
technique (Haltiner and Williams, 1980) and integrate the
product of the error in solving Eq. (5) with the basis
functions over the domain and then set this integral to
zero. The Galerkin procedure is illustrated in Appendix
A.1. Next we approximate the time derivatives using the
Crank-Nicolson scheme. The finite forms of Egs. (5a),
(5b) and (5c) are given in Appendix A.2.

2.3. Boundary conditions for horizontal advection

With a spatially limited domain it is useful to have
boundary conditions that may be controlled. The normal
method of handling the transport at the grid boundary
is to truncate the last chapeau function as illustrated in
Fig. 9.

The boundary flux is estimated by expanding the
Galerkin integral of the advection term by parts. The
results are given in Appendix A.3.

The majority of numerical algorithms as well as the
chapeau algorithm for advection produce computational
noise which results in negative concentrations in the
vicinity of strong concentration gradients. Mahlman
and Sinclair (1977) scheme that conserves mass and

computationally very simple has been used in this study
to eliminate negative number.

2.4. Parameterizations of eddy exchange coefficients

The horizontal eddy exchange coefficient Ky based on
Mahrer and Piclke (1977) is estimated as

Ky = 0.36(AxAy) [<%>2 + <j—;>2}1/2, (6)

where Ax and Ay are the grid distance in the x and y
directions, respectively. While the vertical eddy diffusivity
is given in Appendix B.

3. Air quality simulation over Kyongin region for the high
pollution potential days in autumn

3.1. The meteorological model

The objective analysis methodology is used to provide
a fast, objective, three-dimensional wind analyses in com-
plex terrain by incorporating two important physical
constraints of mass conservation and limitation of atmo-
spheric stability on vertical displacement (Park, 1992).
This method has been applied for the case of the high
pollution potential days in autumn that has been identi-
fied by the complex potential index (Jung et al., 1996).
The chosen synoptic case consists of 4 days in autumn
seasons (26, 27 November 1991 and 18, 24 November
1992). The common synoptic feature of the chosen high
pollution potential days is a broad area of high pressure
at 850 hPa off the southwest coast of Japan leading to
large-scale southerly winds over Korea and a weak zonal
westerly winds at 500 hPa.

The three-dimensional diagnostic wind model has
been used to construct diurnal varying wind and turbu-
lent fields using the hourly averaged surface observation
data obtained from sites indicated in Fig. 1 for the chosen
synoptic case. The mass conserving three-dimensional
wind fields in the 3 km x 3 km horizontal grid spacing
with 15 vertical levels (2.5, 10, 20, 50, 100, 250, 500, 750,
1000, 1250, 1500, 1750, 2000, 3000 and 5000 m) are used
to simulate the air quality in the Kyongin region of
Korea (Fig. 1).

3.2. Emission data

The 2 km x 2 km gridded SO, emission estimates con-
ducted by the National Institute of Environmental Re-
search (1994) for the reference year of 1992 over the Seoul
metropolitan area in the domain of 60 km x 60 km are
used for the simulation of the air quality in the Kyongin
region.
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Fig. 1. The location of the analysis domain with the indication
of the Kyongin region (the inner rectangle area in the bottom
figure). Locations of meteorological observation stations (%)
and air monitoring sites () are shown in the bottom figure.

Fig. 2 shows the horizontal distribution of the annual
total amount of SO, emission (Fig. 2a) including area
sources (Fig. 2b) and point sources (Fig. 2¢) in the analy-
sis domain. The main SO, source regions are big cities
and some of them exceed the total emission rate of
200tkm~2yr— %

The maximum ground emission is more than
260t km~ 2 yr~!. While the emissions from the point
sources have their maximum value of 208 tkm =2 yr~! at
Incheon.

3.3. Initial conditions for the simulation of ground-level
SO, concentrations

Presently developed algorithm has been applied for the
chosen high pollution potential days with the emission
data in Section 3.2. Initially the SO, concentration is
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Fig. 2. Horizontal distributions of annual (a) total amount of
SO, emissions (tkm~2 yr~1'), (b) area source emissions
(tkm~2yr~1!) and (c) point source emissions (t km~2 yr~1).

assumed to be zero in the whole model domain and the
emitted SO, pollutants from the area sources are as-
sumed to be mixed in the lower 10 m layer immediately
while the pollutants emitted from the elevated sources
are mixed immediately in the layer where the sources are
located.
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Due to the lack of information on the stack heights we
have assumed that all the stack heights of the point
sources are 50 m. Therefore SO, emissions from the
point sources are well mixed in the layer between 50 and
100 m above the ground.

The model simulation has been performed for the 48 h
with the diurnal varying diagnosed meteorological field
for the chosen synoptic condition. The results of the 48 h
simulation are used as initial conditions for the next 24
h simulation of the ground-level SO, concentrations. The
model has been spun up within 24 h. Therefore, the 48 h
simulation time is long enough to get more reasonable
initial distribution of SO, concentrations.

4. Results
4.1. Wind fields

Fig. 3 shows the simulated wind vectors to every other
grid point 10 m above the ground at 0900, 1500, and 2100
LST for the high pollution potential days in autumn for
the case of strong southwesterly geostrophic wind
(6.7ms ™! from 250° direction) at 850 hPa.

These simulated wind vectors are quite similar to the
observed ones (not shown). The easterly winds along the
coastline which are associated with the land breeze at
0900 LST (Fig. 3a) are veering with time due to the
development of daytime sea breezes from the Yellow Sea
and become completely westerly winds by 1100 LST. At
1500 LST (Fig. 3b), the westerly winds along the coastline
are intensified while weak southwesterly flows keep to
remain continuously in the eastern part of the analysis
domain where rugged terrain is located. At 2100 LST
(Fig. 3c) wind direction turnings from westerly winds
to northwesterly occur along the coastline with
strengthened intensities. The intensified westerly wind
speed over the inland is also noticed.

4.2. Horizontal distribution of observed SO,
concentrations

In order to minimize the impact of the large-scale
meteorological conditions, hourly averaged concentra-
tions for four days in two autumns belonging to the same
synoptic condition of strong southwesterly geostrophic
wind (6.7 ms™! from 250° direction at 850 hPa) are se-
lected. These selected days are also belonging to the high
air pollution potential days.

Fig. 4a shows time variations of the horizontal distri-
butions of the objectively analyzed observed hourly SO,
concentrations using the data obtained from 32 monitor-
ing sites in the analysis domain (Fig. 1). In the early
morning hours the ground-level SO, concentrations fol-
low the pattern of the ground source emissions (Fig. 2)
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Fig. 3. Model simulated wind vectors at 10 m above the ground
at (a) 0900, (b) 1500, and (c) 2100 LST.

with slightly shifted maxima to the south east of the
maximum emissions due to the prevailing northerly flow
in the lower layer. However, in the afternoon the max-
imum ground-level SO, concentration occurs inland
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Fig. 4. Horizontal distributions of SO, concentrations (ppb) for the (a) objectively analyzed observation, (b) model simulation without
emission reduction and (c) model simulation with the emission reduction.

regions with much reduced concentrations due to the
intensifying sea breeze during the day. As the nighttime

concentrations

progresses the maximum ground level concentration

zone extends westward where the large emission source

exists.

ground-level SO,

4.3. Horizontal distribution of simulated SO,

Fig. 4b shows horizontal distributions of simulated

concentrations contributed by both
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the area sources and point sources given in Fig. 2. In
this simulation all the stack heights of the point sources
are assumed to be 50 m. Simulation results (Fig. 4b)
follow the pattern of emissions with maximum concen-
trations in the Incheon and Seoul area. However, there
are large discrepancies in maximum concentrations be-
tween simulations and observations (Fig. 4a). The
simulated maximum concentrations are 3-5 times greater
than those of observations with greater values during the
night.

Generally the discrepancies between simulations and
observations stem from errors in the input data, such as
emission inventories and meteorological data, as well as
model’s treatment of the physical processes and also
improper characterization of point and area sources as
indicated by Rao et al. (1985). To test model perfor-
mance, we have run the model with the reduced emission
by a factor of 2.5 in Incheon and Seoul where a large
amount of emissions are contributed by residential heat-
ings. The horizontal distribution of the reduced annual
total amount of SO, emissions is shown in Fig. 5. The
simulated results (Fig. 4c) indicate that the horizontal
distribution pattern is more similar to the observed dis-
tribution of concentration than the result obtained by
using the original source inventory data. The maximum
concentration is reduced to factors of 3.2-4.4 of
the non-reducted case with large decreases during the
night.

Comparisons of the horizontal distribution of con-
centrations between the simulated result with the
reduced emission rate (Fig. 4c) and the observations
(Fig. 4a) show that the numerical model calcu-
lations show a slight bias toward underprediction during

EMISSION RATE (tkm2yr™")

140

120

X (KM)

Fig. 5. Horizontal distributions of total annual amount of SO,
emissions (tkm~2yr~!) reduced by the factor of 2.5 in the
Incheon and Seoul region.

a) ( OBSERVATION MEAN, MAX = 171 ppb)

40 50
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Fig. 6. Horizontal distributions of 24 hr averaged SO, con-

centrations of (a) observation and (b) model simulation with
emission reduction.

the daytime while a slightly overprediction during the
night.

Fig. 6 shows comparison of the horizontal distribu-
tions of 24 h-averaged SO, concentrations of observa-
tion and model simulation with the reduced emission.
The distribution patterns are rather similar to each other
except in the north eastern part of the analysis domain
where air pollution monitoring sites are absent and in
Incheon where the emission rate is relatively large. The
simulated maximum concentration (158 ppb) is slightly
lower than that of observation (171 ppb) in the analysis
domain.

4.4. Area-averaged SO, concentrations

For our convenience, we subdivide the model domain
into four regions as shown in Fig. 7 to examine the
area-averaged concentration variations with time and for
paired statistical analysis. Region 1 includes most of the
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Fig. 7. Subdivision of the model domain into four regions for
the statistical analysis and area mean concentration.

Seoul city area where scattered large emission sources are
located. Region 2 includes Incheon city where large point
sources are located. Regions 3 and 4 are, respectively,
corresponding to the southwest and southeast suburban
regions of Seoul.

Figs. 8a and b shows comparisons of the simulated and
observed area averaged hourly SO, concentrations as
functions of time of the day at four regions (Fig. 7) using
the original emission inventory data and the reduced
emission rate by a factor of 2.5, respectively.

Although the numerical model results simulate
the same diurnal trend of observed concentrations in-
cluding the morning and night peaks and the afternoon
minimum, the magnitude of variation simulated by
the model with the original emission data is about
3.3 times larger than the observed one in Regions
1 and 2, where emissions are large. However, the discrep-
ancies are much reduced in Regions 3 and 4. The
simulated daily mean value in Region 3 is higher by
a factor of 1.5 while in Region 4 it is within a factor of 1.1
(Fig. 8a).

Much better simulations are seen in Fig. 8b for the case
of the emission reduction by a factor of 2.5. The
simulated area-average concentrations are in resonable
agreement with the observed concentrations in all re-
gions. However, more larger errors occur in the morning
hours with a tendency toward overprediction.

4.5. Statistics of model performance evaluation

Statistical analysis of the simulations and the observa-
tions is performed using the methods discussed by Fox
(1981). The objectively analyzed hourly observed SO,
concentrations and the hourly simulated SO, concentra-

tions in the 1 km x 1 km gridded domain are used for the
statistical analysis.

The results of paired comparisons for the hourly SO,
concentrations for the cases without and with emission
reduction in Incheon and Seoul are, respectively, sum-
marized in Tables 1 and 2.

The mean differences in Regions 1 and 2 are, respec-
tively, 292.6 and 216.9 ppb for the case without emission
reduction while they are 12.8 and 19.5 ppb with emission
reduction, with a trend toward overprediction. However,
those in Regions 3 and 4 are, respectively, 49.6 and
27.6 ppb without the emission reduction and 5.2 and
3.0 ppb with emission reduction. The index of agreement
suggests that the simulations with the emission reduction
are more accurate than those without the emission reduc-
tion in all chosen regions. The correlation coefficients for
both cases (with and without emission reductions) are
almost the same except in Regions 2 and 3 where slightly
larger correlation coefficient occurs for the case of the
emission reduction than the case without the emission
reduction.

The root-mean-squared errors for the case of simula-
tion without the emission reduction are 7.5, 5.6, 2.1 and
1.9 times higher than those of simulations with the emis-
sion reduction in the Regions 1, 2, 3 and 4, respectively.
This clearly indicates that the emission reduction case
gives much better simulation than the case of the non-
reduction case. It also indicates that the emission reduc-
tion by a factor of 2.5 leads to rather large amount of the
concentration reduction by a factor of 7.5. For the case of
the emission reduction, unsystematic errors are larger
than systematic errors in all regions but much larger
unsystematic errors occur in Regions 3 and 4. This sug-
gests that further refinement in the model is possible in
Regions 1 and 2 to minimize the errors. The sources for
systematic error may be improper emissions, meteoro-
logical data and the observed data. The fractional errors
that are convenient for comparing model performance
(Touma et al., 1995) are respectively, — 0.13, — 0.16,
0.03, and — 0.01 in Regions 1, 2, 3 and 4 so that model
predictions are within a factor of 1.3 of the measured
values in all regions.

The correct characterization of the source as a point
source or an area source is also important for the proper
simulation of the concentration field. We have used the
annual emission inventory data so that seasonal and
diurnal variations can not be taken care of to simulate
the SO, concentration. This may contribute to large
discrepancies between simulated and observed concen-
trations.

5. Summary and conclusions

The numerical algorithms which we use to simulate
the advection and diffusion in the terrain following
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Fig. 8. Diurnal variations of the simulated (- —e--) and observed (
(a) without and (b) with emission reduction.

coordinate are described. The algorithms are used to
simulate the SO, concentrations in Kyongin region of
Korea for the high air pollution potential days in au-
tumn. The diagnostically constructed three-dimensional
meteorological fields described by Park (1992) and the
emission inventory data conducted by the National Insti-
tute of Environmental Research (NIER, 1994) in the
2 km x 2 km gridded domain are used for the simulation.
The environmental monitoring SO, concentration data
in the analysis domain for the chosen days are obtained
from the Ministry of Environment. These data are used
for the model performance test. Statistical techniques
chosen to determine the accuracy and uncertainty asso-
ciated with the simulation model results include paired
analysis.
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) SO, concentrations averaged over each region for the cases of

A systematic comparison between the simulated and
observed concentrations indicates that the inventorized
emission rate is overestimated by a factor of 2.5 in Seoul
and Incheon areas. This might be associated with the
seasonal variation of emission rate mainly due to space
heatings. The simulation results with the reduced emis-
sion rate by a factor of 2.5 reveal to be in reasonable
agreement with the observed concentrations although
there is a tendency toward overprediction in the morning
hours. Statistical results based on paired comparisons
clearly indicate that the emission rate is one of the most
important parameters in the model input for the accurate
simulation of the concentration field, but the horizontal
distribution pattern is not affected by the emission rate
change.
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Table 1

Summary of paired comparisons for hourly SO, concentrations in various regions without emission reduction

Region 1 Region 2 Region 3 Region 4
Obs. Model Obs. Model Obs. Model Obs. Model
0) (S) O) (S) (0) (S) 0) (S
Sample size 6840 2112 6912 6912
Range (ppb) 25.2-250.5 69.3-980.3  22.5-158.2  55.3-689.4  20.5-107.1 25.2-323.0 19.5-128.2  15.0-247.1
Mean (ppb) 104.0 396.6 80.3 297.2 62.0 111.6 63.7 91.3
Standard deviation 38.5 168.4 26.6 142.7 154 579 20.7 39.2
(ppb)
Correlation 0.43 0.45 0.44 0.64
coefficient
Standard deviation 1.71 1.81 0.81 0.55
of (S/O)
Mean of (S/O) 4.11 3.84 1.80 1.48
Mean of difference 292.6 216.9 49.6 27.6
(S-0)
Standard deviation 155.8 133.0 52.9 304
of difference (ppb)
Average absolute 292.7 216.9 51.5 30.5
gross error (ppb)
Root-mean-squared 3315 254.4 72.5 41.1
error for the
difference (ppb)
Index of agreement 0.38 0.33 0.41 0.71
Mean fractional —1.12 — 1.06 — 047 0.32
error
Unsystematic MSE 231229 16289.2 2692.3 905.7
(UMSE)
Systematic MSE 85756.1 48421.4 2570.0 7823
(SMSE)
UMSE/MSE (%) 21 26 51 53.7
SMSE/MSE (%) 79 74 49 46.3

Present study mainly pertains to develop numer-
ical algorithms for the diffusion and advection of
non-reactive air pollutants. These schemes could be used
for the reactive pollutants provided that chemical reac-
tions of pollutants in the gridded volume are included.
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Appendix A

A.l1. The Galerkin procedure

The Galerkin procedure represents the dependent vari-
ables with a sum of functions that have a prescribed

spatial structure to transform a partial differential
equation into a set of ordinary differential equations
for the coefficients that are normally a function of time.
The most useful Galerkin methods are the spectral
method and the finite element method. The spectral
method, which employs orthogonal functions, while the
finite element method employs functions that are zero
except in a limited region where they are low-order
polynomials.

The time splitted Eq. (5) is expressed in a general
form

L(u) = f(x), )

where L is a differential operator, u is the dependent
variable and f(x) is a specified forcing function.
Suppose that Eq. (7) is to be solved in a domain
a < x < b and that appropriate boundary conditions are
provided. Consider a series of linearly independent
functions ¢;(x) that will be called basic functions. The
next step is to approximate u(x) with a finite series as
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Table 2

Summary of paired comparisons for hourly SO, concentrations with the emission reduction by a factor of 2.5 in Incheon and Seoul

Region 1 Region 2 Region 3 Region 4
Obs. Model Obs. Model Obs. Model Obs. Model
0) S ©) ) ()] S 0) ®)
Sample size 6840 2112 6912 6912
Range (ppb) 252-250.5  32.8-231.2 22.5-158.2  18.4-186.0 20.5-107.1 7.5-217.4  19.5-128.2 6.8-164.3
Mean (ppb) 104.0 116.8 80.3 99.8 62.0 67.2 63.7 66.7
Standard deviation  38.5 39.8 26.6 429 154 36.8 20.7 29.0
(ppb)
Correlation 0.42 0.37 0.66
coefficient
Standard deviation 0.49 0.54 0.42
of (S/O)
Mean of (S/O) 1.24 1.09 1.08
Mean of difference 12.8 19.5 5.2 3.0
(S-0)
Standard deviation 42.0 41.5 34.2 21.7
of difference (ppb)
Average absolute 359 359 24.9 17.2
gross error (ppb)
Root-mean-squared 439 458 34.6 22.0
error for the
difference (ppb)
Index of agreement 0.66 0.48 0.79
Mean fractional —0.13 —0.16 0.03 —0.01
error
Unsystematic MSE 1298.2 1596.4 1168.6 470.5
(UMSE)
Systematic MSE 6329 504.4 30.2 11.5
(SMSE)
UMSE/MSE (%) 672 76.0 97.5 97.6
SMSE/MSE (%) 32.7 24.0 2.5 24
follows: By substituting Eq. (9) into Eq. (10) the final form is
N obtained
u(x) ~ Z u; §i(x), @®)

i=1
where u;(x) is the coefficient for ith basis function. The
error in satisfying the differential Eq. (7) with the N terms
of the sum of Eq. (8) is

ex=1L < Z uid’i) —f(x). 9)

i=1

The Galerkin procedure requires that the error be
orthogonal to each basis function in the following sense:

b
J‘eN(ZdeX:O. ]:1,2,,N (10)

09

¢i(x) = { [x — (i — DAX;— 1 1/Ax;,
[ + DAx;+1 — x1/Axi4 1,

b N b
jd)jL(Z u,-</),->dx—j¢jf(x)dx=0. (11)

a

This reduces the problem to N algebraic equations that
relate the unknown coefficients u; to the transforms of the
forcing function.

If we chose the basis functions as tent-shaped, piece-
wise linear functions, which are also called chapeau func-
tions as shown in Fig. 9, the basis functions decrease
linearly to zero at x = (i — 1)Ax;—1, and (i + D)Ax;41,
and it is zero everywhere else. Mathematically ¢;(x) is
defined as follows:

x> (i + DAx;+q or x <(i — 1)Ax;—4,
(i — DAx;— 1 < x < iAx;, (12)
iAx; < x < (0 + DAx44-
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a) Horizontal grid

u, Ky, C
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\ Location
0
| | ] !
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’* dxi - ‘—dxxxr Grid spacing

b) Vertical grid

VARIABLE LAYER

GRID SPACING LOCATION INDEX

—— K-
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Az ™ K+
—T K2

—

~
1]

p=4

—

ground

Fig. 9. (a) The horizontal grid as well as the chapeau basis
functions and (b) the vertical grid with non-uniform spacing,
dz*.

Note that the coefficient u; is actually the value of the
function at x = iAx; since ¢;(iAx;) = 1 and ¢;(jAx;) =0
fori # j. If f (x) in Eq. (11) is approximated in terms of the
basis functions such that

Jx) =} figi (13)

Eq. (11) becomes
G+ DAx;—,

jdyL(Z u,~d),~> dx — Zf, j ¢ip;dx =0. (14)
a i=1 i=1 (- 1Ax;_,

The evaluation of Eq. (14) yields to a finite element
expansion form.

A.2. The numerical analogs of the tracer continuity
equation

The finite form of the horizontal component of the
tracer continuity equation is given by
A;CiT1 + BiCT + D CiT

= ECi- + FiCi + GCl, 4, (15)

where C! is the concentration at time step ¢t and grid
location i, while

dXi 2
= T H% Bi:;(dxi +dxi41) + B,

A;

dXi dxi
Di=—"2 4y, Ei= + (1 — o,
T T

2
F;= ;(dxi +dxivq) = (1= wpi,

_dXi+1

Gi — (L=

where 7 is the time step and p is the Crank-Nicolson
parameter whose value is 3, and
o = (W + 2u;—1) + 3(K; + K- 1)/dx;,
Bi=(—ti—y + 1) + 3[(Ki—y + ki) dx iy
+ (K; + K1) dx;]/dx; dx; o,
pi = (u; + 2u;1 ) — 3(K; + Kivq)/dxis g

The vertical component of the tracer continuity equa-
tion is expressed in the finite form as

A G =BG = DGty = — ACloyy

+ E.Ci,+ D,Ci—1 — Fy, (16)
where
K + K s
o B (5 )
dziyq §—z,
Bkzz(dzlf-i—dzifﬂ)(s_—_zg)_i_(_S_ >
T 5 §—z,
y Ki-1 + Ky | Kir1 + Ki
dzf dzis ’
Kk*l—"_KK S
D, =W | — ,
g o dzif §—z,

s Ki-1+ K, Kii1+K
Ek == k—1 k + k+1 k
§—z, dzj dzyy

Wzt (52,
T S ’

Fie=2(P — L) (dzf + dzjf: o).
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A.3. The boundary flux

Expanding the Galerkin integral of the advection term
by parts yields the first boundary flux as (u; + K;/dx;)
(C} + C*1). From Eq. (15), the required integration re-
sults in

AIZO’ E1=05

2dx dx
By=="2+up, D1=Tz+/w,
2dx dx
Fi= 2*(1*#)& G1=TZ*(1*#)V
(17)
with
3(Ky + K
B— —duy +uy 4 K1 T K
dX2
3(Ki + K
y=u1+2u2—g.
dXZ
For the Nth boundary
d d
ANZE*,‘W, BN:2ﬂ+;uﬂa Dy =0,
T T
d
Ey=="++(1—-pa,
2dx
Fy=—""—(1—-pp, Gy=0 (13)
with
3(Ky + Ky
dm g+ 2uy_ g By Kyoo)
dXN
3(K Ky_
ﬁ:4uN7MN_1+%.
XN

These boundary conditions provide that the concen-
tration will flow smoothly off or onto the grid with the
flow as (u; + K,/dx,)(Cy + Ci*1') in the first boundary
and (uy + Ky/dxy)(Cy + C4"1) in the Nth boundary.

Appendix B

In the surface layer, the vertical diffusivity is computed
according to Monin-Obukhov similarity theory

_ kzuy
Todz/L)

(19)

where k is the von-Karmann constant, L the Monin-
Obukhov length scale, u, the friction velocity and

@, (z/L) the non-dimensional concentration profile func-
tion which is the function of stability L. The nondimen-
sional concentration profile function @, (z/L) is
assumed to be similar to that of heat. According to
Businger et al. (1971) &, (z/L) is given by

V4 V4
= 0.74+ 4.7 for >0,
zZ
. =074 for =0, (20)

z\ 1?2 z
¢k=0.74<1—9—> for — < 0.
L L

Above the surface layer, but within the planetary
boundary layer during stable or neutral condition
(z/L = 0), the surface layer formulation is extended by an
empirical function of height based on the results of sec-
ond-order closure modeling by Brost and Wyngaard
(1978),

_ kzu, (1 — z/z;)%?

e 2

where z; is the height of the planetary boundary layer.
In the convective boundary layer above the surface
layer

K. = kw*z<1 - i), )
Zi
where w* is the convective velocity.
In the stable boundary layer, z; is determined by

Z = min <k [%T/z, 03 ”—)j‘) (23)

where fis the Coriolis parameter.

Above the planetary boundary layer, the eddy diffu-
sion coefficient is determined as a function of local
Richardson number and vertical wind shear derived by
Blackadar (1976) from second-order closure theory
K.= Ko+ Sk — ) % (24)
where Ko = 1.0m?s ™!,/ = 100m, R, the critical Richard-
son number is 0.25, S is vertical wind shear, R; = g/0S?
df/dz where 0 is the potential temperature and g the
gravity. When the Richardson number exceeds the criti-
cal value, then set K, = K.
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